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File Edit View Search Terminal Help
nermin@nermin-T61l:~% cd Projects/bp/
nermin@nermin-T61:~/Projects/bps ./run.sh
Usage run.sh <number of trials>
nermin@nermin-T61:~/Projects/bp$ ./run.sh 500
Total time: 15.494s.
nermin@nermin-T61:~/Projects/bps ]

File Edit View Search Terminal Help
worker starting to apply to: 78
result of worker application: 499
worker received message
worker starting to apply to: 81
result of worker application: 588
worker received message
worker starting to apply to: 84
result of worker application: 508
worker received message
worker startin

to: 93
: 508

worker starting to apply to: 96
result of worker application: 560

worker starting to apply to: 99
result of worker application: 580
result of worker application: 588
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worker starting to apply to: 77
result of worker application: 499
worker received message
worker starting to apply to: 80
result of worker application: 500
worker received message
worker starting to apply to: 83
result of worker application: 500
worker received message
worker starting to apply to: 86
result of worker application: 580
worker received message
worker starting to apply to: 89
result of worker application:
worker received message
worker starting to apply
result of worker applicatjigg

worker starting to
result of work i

ile Edit View Search Terminal Help

worker starting to apply to: 79
result of worker application: 588
worker received message
worker starting to apply to: 82
result of worker application: 568
worker received message
worker starting to apply to: 85
result of worker application: 508
worker received message
worker starting to apply to: 88
result of worker application: 508
worker received message
worker starting to apply to: 91
result of worker application: 560
worker received message
worker starting to apply to: 94
result of worker application: 5e8
worker received message
worker starting to apply to: 97
result of worker application: 500
worker starting to apply to: lee
result of worker application: 568
result of worker application: 5688
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; private object Sender extends Actor {
/ private val senderSocket = context.socket(ZMQ.PUSH)

/' override def scheduler = DaemonScheduler .‘\
y def act = { \
4 senderSocket.bind("tcp://*:" + System.getProperty("request.bind")) 9
y y while (true) { 9 \
Y receive { b h
y case Send(payload) => senderSocket.send(payload, 0) ‘\\ \

privata cbject Recefvar extends Thread {
pravate val r t = cantext PULLY elags RoundadExacutar[bound: Int) {
wal semaphors = mew Scmaphare[Baund)
averride def run = { il BRECULOr = g ezl
raceivarSacket, bind{"tep: /%" + Systen. getProparty| rasponse. nind"})
while (true) { def sutmitTask{comand: Runnable) = {
val ols = e ByLear ean(r -recef@)]} semspnore.acquire
try | try
wal wiid = ois.readbn]ect. asInstancelf [UUTD] eNECutor. executenew Runnable {
:1 queue = gricips . get (uuid)

if quewe 1s null, It has already been removed, which means this result has already been received
=0 Just discare 1t

2
F [queus 1= null) {
queus.put[{ols.resdInt, ois.readlofect))

1
} finally [
ois.close




private object Sender extends Actor {
private val senderSocket = context.socket(ZMQ.PUSH)
override def scheduler = DaemonScheduler

def act = {
senderSocket.bind("tcp://*:" + System.getProperty(“request.bind"))
while (true) {
receive {
case Send(payload) => senderSocket.send(payload, 0©)

}
}
}
}



private object Receiver extends Thread {
private val receiverSocket = context.socket(ZMQ.PULL)

override def run = {
receiverSocket.bind("tcp://*:" + System.getProperty("response.bind"))
while (true) {
val ois = new ObjectInputStream(new ByteArrayInputStream(receiverSocket.recv(0)))
try {
val uuid = ois.readObject.asInstance0Of[UVID]
val queue = gridOps.get(uuid)

17 - # by

I resaentien 4 - N a1 e bk maans Fhi .
if gueue is null, it has already been removed, which means this resu

S0 just discard it

if (queue '= null) {
queue.put((ois.readInt, ois.readObject))
}
} fimally {
ois.close

}
}
}
}




class BoundedExecutor(bound: Int) {
val semaphore = new Semaphore(bound)
val executor = Executors.newFixedThreadPool(bound)

def submitTask(command: Runnable) = {
semaphore.acquire
try {
executor.execute(new Runnable {
def run = {
try {
command.run
} finally {
semaphore.release

}
}

})
} catch {

case ex: RejectedExecutionException => semaphore.release

}
}
}



Amazon high-cpu (cl.xlarge) instances
15,000 trials

4 node cluster:

5 node cluster:

# threads time (sec)
1 39.06
2 27.30
4 19.30
6 24.49
8 34.48
16 34.87
32 34.31
64 37.41

# threads time (sec)
1 29.65
2 20.29
4 14.88
6 18.90
8 26.05
16 23.68
32 25.5¢
64 27.56




Limitations:
e single parameter functions
o failure detection - timeout
e doesn't work for closures
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